kK Pitsse” &qu osoluced | *ag ‘-ﬁ B esourdd i
not - ataHable vt s sy i p'l-ncegg“m“rei@’&i
wat’rfng staife - Sﬂme,ﬁmgsl K “’ﬁ’%ﬁ Process  is Fivievii;
@lﬂ@m'nabfe [\‘tb Gﬁaﬂﬁap Stidle ;;becm{ea thie « resowrces’
rﬁmqﬁ“ﬂ equed qre feld “bv,,ﬂa’rhm* atting.. pngasses.
This “situatlon 1 called, e R 105@1.0036, fidha
6‘38.&'” Moaﬂf’ i VR | R .:"J'}Jlj’) ¢ 3.-01( ofll” &= 30043

*54' 1x‘3!d§tam Cmsp';gbf o - r}fm rmza -$J;{Bsaum

‘?‘f\a—mﬁsﬁwi‘w il SW ﬂJéﬁuf Wsmt W
% }mwpmﬁ RY| isikts 'gf'stuj EY ‘UJUI: ‘?JJW

4% The  tesourcex . @,-,.!_',El‘ ) Mtﬂﬂﬂfﬁl :ﬂ"’ %I'Gf- W
* Cécho mﬁwr& Jﬁdpv,a fﬁﬁmﬁsﬁﬁﬂhﬂ 8owe wmh’dﬂtj
WMJ' 253 ) kfl”ug with - VR a1

*%@””@vﬁ itves!, Pilowicy cpongyclon iy memdy.

W JHJ;E L“‘«.’;lu W.’ aﬁrm&w WW' j{'
¥ f]‘k a mztds'lé ‘%ha rg"éw%ﬂ &ivfﬁ‘}f i




: il Way fave 5. instances  (five W@)w:'.w"'“

¥ 0SS  wa ﬂ?’lmmas /1 regoureer Ry,
5 zzma to' Héﬁﬂfwb’ﬂ @J?lmvwﬁu”%
¥ A process uﬁm,m‘t mlﬁmwm?%
and mw:f telease the resource~ " afier ”“';'?‘ .
,*'A P‘Dmésr* ‘I;WlJ I.”)ﬁu‘?“a @Mﬂim *ldh[v -H’u’

oo £2g
wlﬁw&i @cvunu : -
&)w_, A process rShDu[th T‘E’.w W

P gl -l'nll"-ull'""'ﬁ"

Hill

(Sippose, (p the | msowre ', “3‘34 by ot |
mm?);ﬂm ﬂ.l?a Tﬁfiuﬂk’hﬂ? P?U@g% mui'hwﬂ»ﬂ; e
Wtf A {t rcom ?e{‘\ﬂ't'he. ,mﬁﬂ-‘rmﬂg ”} :nJ) 2} L””l“
'I:DU&!J‘-—-—; The TpAOCess éan? "EHC'LLQD'H@" "E’-WI{EE
Fo ekepte ™ 11ip¢ w'*méwhts 0 plter, 'm“"‘fmh
con it od the Ppr}a. h"”"* JRRGY, YR T uﬂ
‘-‘-)PdeMﬂ-—)'Ihg pestee Teleases the Youdiiiees ¢
. = a SHS 'mﬂh ‘Hum VIV dﬁm‘"'ﬁuf:?cw
*’# . f}méﬁst}' JMJ\GM :
06 "rhega DVD-diilef
d& each  pmwese  vow qu’thS “dndther a[mg,utm-tm
Pmaﬂg‘% J'L'f‘lt b 1 B dﬁad‘wck Slate . TR
{ Cortctder  avos gygleriviuesith. - ong ! M‘lbn and’) +
one VD -dye . Supse the priess Py 1 fgding
the {Wﬂﬁmh o *Pmﬁéﬁ Fj'is'"ﬂti[rbr?‘fhe r*
i} E" 1R ot Pivir  owd o
% Y’ qf \ NS o ﬂmf’i‘
e T, DO dﬂ}dwbr PR

it ¥

s ey AR i I UE DG IPIR] Tl g
ﬂjgl"lﬂﬂt tfl‘wrwﬂj

Scanned with CamScannar




Al
,cﬂ”

eadlock Characterization —>u M
Deadlock is a situation where a set of processes are blocked because

cach process is holding a resource and waiting for another resource
acquired by some other process.

In a deadlock, processes never finish executing, and system resources
are tied up, preventing other jobs from starting.

I.Necessary Conditions:

A deadlock situation can arise if the following conditions hold
simultaneously in a system.

a.Mutual Exclusion: - At least one resource must be held in a non-

sharable mode; if any other process requests this resource, then that

process must wait for the resource to be released.

b.Hold and Wait - A process must be simultaneously holding at least

one
resource and waiting for

at least one resource that is currently being held
by some other process.

c.No preemption - Once a process is holding a resource ( i.e. once its

request has been granted ), then that resource cannot be taken away from

that process until the process voluntarily releases it.

d.Circular Wait - A set of waiting processes { PO, P1, P2, . .., PN} must

exist such that PO is waiting for a resource held by P1, P1 is waiting for a
resource held by P2, ..... , PN-1 is wajiing for resource held by PN, and PN

is waiting for a resource held by PO, A set of processes are waiting for each
other in circular form.

We emphasizes that all four above conditions must hold for a deadlock to
occur.

I1. Resource-Allocation Graph:
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@] Deadlock Handling Approaches/Method

. Deadlock Prevention ﬂi"

I [I. Deadlock Avoidance

lIl. Deadlock Detection
IV. Deadlock Recovery

II.D .
The general idea behind deadlock avoidance is to prevent deadlocks from ever
happening, It is better to avoid a

Deadlock has occurred

P. )
If a safe sequence does not exist, then the SYStém is in an unsafe state
which MAY lead to deadlock. ( All safe states are deadlock free, but not aj unsafe
States lead to deadlocks. )

----
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Figure - Safe, unsa

5{[ For example, consider a system

e --——_-__-J

fe, and deadlocked state spncey

with 12 tape drives, allocated as follows. [s this a
safe state? What is the safe sequence?
|r_ Maximum Needs Eurrent Allocation
PO [10 E
P1 |4 2 N
P2 [s 2 |




What happens to the above table if process P2 requests and is granted one more
tape drive?

Key to the safe state approach is that when a request is made for resources, the
request is granted only if the resulting allocation state is a safe one.

2. Resource-Allocation Graph Algorithm:
If resource categories have only single instances of their resources, then deadlock
states can be detected by cycles in the resource-allocation graphs.

1n this case, unsafe states can be recognized and avoided by augmenting the
resource-allocation graph with claim edges, noted by dashed lines, which point
from a process to a resource that it may request in the future.

n order for this technique to work, all claim edges must be added to the graph for
any particular process before that process is allowed to request any resources.

)S[‘Altematively. processes may only make requests for resources for which they

ave already established claim edges, and claim edges cannot be added to any

process that is currently holding resources. )

~ When a process makes a request, the claim edge Pi->R] is converted to a request
edge. Similarly when a resource is released, the assignment reverts back to a
claim edge.
This approach works by denying requests that would produce cycles in the
resource-allocation graph, taking claim edges into effect.
Consider for example what happens when process P2 requests resource R2:

R,

Figure - Resource allocation graph for deadlock avoidance
The resulting resource-allocation graph would have a cycle in it, and so the
request cannot be granted.

Banker's Algorithm:

For resource categories that contain more than one instance the resource-
allocation graph method dogs not work, and more complex ( and less
efficient ) methods must be chosen.

. The Banker's Algorithm gets its name because it is a method that bankers
could use to assure that when they lend out resources they will still be able
to satisfy all their clients. ( A banker won't loan out a little money to start
building a house unless they are assured that they will later be able to loan
out the rest of the money to finish the house. )

Figure - An unsafe state in a resource allocation graph
/{m
L




st state in advance the maximum allocation

« When a process starts up, it mu
’ ' stem.
of resources it may request, up to the amount available on the sy

. When a request is made, the scheduler determines whether granting the
X' request would leave the system in a safe state. If not, then the process must
wait until the request can be granted safely. _
. The banker's algorithm relies on several key data structures: {‘ where n is the
number of processes and m is the number of resource categories. ) |
o Available[ m | indicates how many resources are currently available of
each type.
o Max| n ][ m ] indicates the maximum demand of each process of each
resource,
o Allocation[ n ][ m ] indicates the number of each resource category
allocated to each process.
o Need| n |[ m ] indicates the remaining resources needed of each type

for each process. ( Note that Need[i][j]= Max[i][]j] - Allocation[i][] ]
for all i, j. )
« For simplification of discussions, we make the following notations /
observations:

o One row of the Need vector, Need| i ], can be treated as a vector

corresponding to the needs of process i, and similarly for Allocation
and Max.

o A vector X is considered to be <= a vector Yif X[i] <= Y[i] for all i.

[1l. DEADLOCK DETECTION:

« If deadlocks are not avoided, then another approach is to detect when they
have occurred and recover somehow.

+ In addition to the performance hit of constantly checking for deadlocks, a
policy / algorithm must be in place for recovering from deadlocks, and there
i1s potential for lost work when processes must be aborted or have their
resources preempted.

1. Single Instance of Each Resource Type:

» If each resource category has a single instance, then we can use a variation
of the resource-allocation graph known as a wait-for graph. _

» A wait-for graph can be constructed from a resource-allocation graph by
eliminating the resources and collapsing the associated edges, as shown in
the figure below.

> An arc from Pi to Pj in a wait-for graph indicates that process Pi is waiting
for a resource that process Pj is currently holding.

L=k

Figure - (a) Resource allocation graph. (b) Corresponding wait-for graph




As before, cycles in the wait-for graph indicate deadlocks._ ‘ |
This algorithm must maintain the wait-for graph, and periodically search it
for cycles.

2 Several Instances of a Resouice Type:

. The detection algorithm outlined here is essentially the same as the Banker's
algorithm, with two subtle differences:

o

In step 1, the Banker's Algorithm sets Finish| i | to false for all i. The
algorithm presented here sets Finish| i | to false only if Allocation| i | is
not zero. If the currently allocated resources for this process are zero,
the algorithm sets Finish| i ] to true, This is essentially assuming that
[F all of the other processes can finish, then this process can finish
also. Furthermore, this algorithm is specifically looking for which
processes are involved in a deadlock situation, and a process that does

not have any resources allocated cannot be involved in a deadlock, and
so can be removed from any further consideration.
Steps 2 and 3 are unchanged

In step 4, the basic Banker's Algorithm says that if Finish| i | == true
for all 1, that there is no deadlock. This algorithm is more specific, by
stating that if Finish| i | == false for any process Pi, then that process
is specifically involved in the deadlock which has been detected.

V. DEADLOCK RECOVERY:

There are three basic approaches to recovery from deadlock:

+ Inform the system operator, and allow him/her to take manual intervention.

+ Terminate one or more processes involved in the deadlock
+ Preempt resources.

1. Process Termination:
Two basic approaches, both of which recover resources allocated to
terminated processes:

» Terminate all processes involved in the deadlock. This definitely solves the
dcadlu-ck,\hut at the expense of terminating more processes than would be
absolutely necessary,

» Terminate processes one by one until the deadlock is broken. This is more
conservative, but requires doing deadlock detection after each step.

In the latter case there are many factors that can go into deciding which
processes to terminate next:

. Process priorities.

« How

long the process has been running, and how close it is to finishing.

How many and what type of resources is the process holding. ( Are they easy
to preempt and restore? )

How
« How

J e ee—— S R E B

many more resources does the process need to complete.
many processes will need to be terminated




1

-
2. Resource Preemption: - ﬁj
' : 1

When preempting resources to relieve deadlock, there are three Important

Issues to be addressed: I

a. Selecting a victim - Deciding which resources to preempt from which |
processes involves many of the same decision criteria outlined above.

b. Rollback - Ideally one would like to roll back a preen*_lpﬁted process to a safe

state prior to the point at which that resource was originally allocated

(0 the
process. Unfortunately it can be difficult or impossible to determine w

hat
such a safe state is, and so the only safe rollback is to roll back all the way
back to the beginning.

(L.e. abort the process and make it start over. )
¢. Starvation - How do you guarantee that a process won't starve because its
resources are constantly being preempted? One option would be to use a
priority system, and

increase the priority of a process every time its

resources get preempted. Eventually it should get a high enough priority
that it won't get preempted any more.
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INTER-PROCESS COMMUNICATION [IPC]
[nter-process communication is the mechanism provided by the operating system
that allows processes to communicate with each other. The main aim or goal of
this mechanism is to provide communications in between several processes. In

short, the intercommunication allows a process letting another process know that
some event has occurred.

Definition: "Inter-process communica
between numerous threads in on

Processes may be running on s
network.

tion is used for exchanging useful information
€ or more processes (or programs)." The
ingle or multiple computers connected by a

R, | commnaton | |
Process P{ r »  Process P2

Methods for Interprocess Communication:

The different approaches to implement inter-process communication are given as
follows:

Pipe:

A pipe is a data channel that is unidirectional. Two pipes can be used to create a
two-way data channel between two processes. This uses standard input and

output methods. Pipes are used in all POSIX systems as well as Windows operating
systems.

Socket:

The socket is the endpoint for sending or receiving data in a network. This is true
for data sent between processes on the same computer or data sent between
different computers on the same network. Most of the operating systems use
sockets for inter-process communication.

File:

A file is a data record that may be stored on a disk or acquired on demand by a file

server. Multiple processes can access a file as required. All operating systems use
files for data storage.

Signal:
Signals are useful in inter-process communication in a limited way. They are
system messages that are sent from one process to another. Normally, signals are

not used to transfer data but are used for remote commands between processes.
Shared Memory:

Shared memory is the memory that can be simultaneously accessed by multiple
processes. This is done so that the processes can communicate with each other. All
POSIX systems, as well as Windows operating systems use shared memory.
Message Queue:

Multiple processes can read and write data to the message queue without being
connected to each other. Messages are stored in the queue until their recipient

retrieves them. Message queues are quite useful for inter-process communication
and are used by most operating systems.
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Direct Communication: ;

In this type of communication process, usually, a link is crfated or estat?hstl_md
between two communicating processes, However, in every pair of communicating
processes, only one link can exist.

Indirect Communication:

Indirect communication can only exist or be established when processes shaire a
common mailbox, and each pair of these processes shares multiple communication
links. These shared links can be unidirectional or bi-directional.

A diagram that demonstrates message queue and shared memory methods of
inter-process communication is as follows -
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